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1. Introduction 
Managers of software development projects usually perceive the word ‘risk’ in a negative way. There 
are two reasons that underlie this perception. The first is that many software projects fail because they 
are over budget, and the second is that their implementation is not always successful [Schmidt et al., 
2001]. The high failure rates associated with software development projects indicate that organizations 
need to improve their ability to identify and manage the project risks. Literature shows that, in general, 
there are three important risk dimensions concerning software development: the technical, 
organizational, and environmental dimension [Ropponen, 2000; Sherer 1995]. Technical risks result 
from uncertainties in both tasks and procedures. Organizational risks result from poor information and 
decision-making, and environmental risk results from poor coordination of interpersonal actions. Over 
the past thirty years, researchers have made meaningful efforts to manage the technical dimension. 
Unfortunately, our understanding of the organizational and environmental dimension has remained 
fragmented and largely anecdotal [Keil et al., 1998]. On top of this, the technological, organizational 
and environmental landscape has changed [Willcocks et al., 1999; Sherer, 1995]. 
Nowadays, companies have found advantages in distributing their software development activities 
over geographic dispersed locations. These distributed activities require intense collaboration between 
groups that are scattered over those locations. These activities are subject to all the risks resulting from 
group dynamics, interactions, coordination and communication [Ewusi-Mensah, 1997]. While group-
oriented software development has always provided a source of risk, several trends increased the 
importance of these risks. First, because software is developed in a distributed manner groups need 
different channels to communicate. Second, both inter- and intra group relations are (culturally) 
different e.g. they become more formal. Finally, the actions and interactions taken by distributed 
groups are more difficult to coordinate. 
Advocates of software risk management claim that by assessing the threats to success, action can be 
taken to prevent them from occurring. Assessment usually consists of three activities: identifying, 
analyzing and prioritizing the risks. A large number of threats to success can be found in literature [see 
e.g., Barki, 2001; Boehm 1991]. Yet to our knowledge no systematic attempts have been made to 
assess the organizational and environmental risks in distributed software development activities. In 
this paper we report on four case studies into the organizational and environmental risk factors of 
distributed software development. 
In this paper, we report on a multiple case study. The objective of this study was twofold. First, to 
identify the most important organizational and environmental risk factors in distributed software 
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development, as perceived by expert project managers in distributed software development. Second, to 
build towards design guidelines to help avert these risks from occurring. 
The remainder of this paper is structured as follows: in the next section relevant literature in the area 
of software risk management is discussed. The research approach and design of the study is elaborated 
in section three. In section four, we present the results of our study and in section five we discuss 
them. This paper concludes with a summary of the main findings, a description of the limitations of 
the study, and an outline of future research.  

2. Background 
Building upon his experience in the 1980s, Boehm [1991] identified ten risk items to anticipate to 
problems that may arise during software development. These risk items, including: personnel 
shortfalls, unrealistic schedules and budgets, developing the wrong software functions, developing the 
wrong user interface, gold-plating, continuing stream of requirement changes, shortfalls in externally-
performed tasks, shortfalls in externally-furnished components, real-time performance shortfalls, and 
straining computer science capabilities, may help to identify threats that affect cost, schedule and 
quality [Sherer, 1995]. But in the meantime, the technological, organizational and environmental 
landscape has changed. Nowadays, software development activities are distributed over several 
dispersed locations. As such, the risk items mentioned by Boehm may no longer be perceived the most 
important and need reexamination. 
A couple of studies have classified risk items along several dimensions [see e.g. Sherer, 1995; Keil et 
al., 1998]. Sherer [1995] first classified twelve risk items into three components: development, use and 
maintainability. The component ‘development’ consists of three risk items: personnel, schedule/cost, 
and process. The component ‘use’ consists of: functionality, performance, reliability, safety, security, 
and financial. The component ‘maintainability’ consists of: correctability, adaptability, and portability. 
Then Sherer systematically investigated each component following three dimensions: the technical, 
organizational, and environmental dimensions. This study provides insights into typical component 
variations in each dimension. Furthermore it showed that the environmental risk dimension has grown 
in significance and that there is a challenge to develop risk management procedures for this dimension.  
Keil et al. [1998] present a risk categorization framework based on two dimensions: perceived level of 
control, and perceived relative importance of the risk. They assembled panels of experienced software 
project managers in different parts of the world and asked them to identify specific risk factors and 
then rank them in terms of their importance. One of the strengths of this approach is that it provides a 
higher-level framework for thinking about four distinct types of software project risk: customer 
mandate, scope and requirements, execution, and environment. Maybe the most interesting finding of 
this study is that risks thought to be most important are often not under the project manager’s direct 
control.  
From the above, it follows that while organizational and environmental risks have been recognized, no 
systematic attempts have been made yet that provide a detailed analysis of these risk factors in 
distributed software development. Studies also show a lack of consensus about the risk factors 
affecting the organizational and environmental dimension. As such, we believe that the organizational 
and environmental risk factors in distributed software development need to be reexamined. Our goal is 
to expand the knowledge of the research community in this area, by providing a two dimensional 
framework. This framework allows us to delineate the risk factors affecting distributed software 
development. 

3. Method 
Our study used a multiple case study drawn from a large consumer electronics company. According to 
Yin [1994] a case study is intended to examine a contemporary phenomenon in its natural setting 
where the boundaries between the phenomenon and its context are unclear. Following [Benbasat et al. 
1987], we decided to use a case study because (1) risks in distributed software development represent 
a complex phenomenon that needs to be studied in its natural setting, and (2) there is a lack of similar 
studies on developing design guidelines to help avert these risks from occurring in distributed software 
development.  
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We included four cases in our study. Two highly innovative cases, projects that had not been done 
before, and two traditional cases, where experience had been gained in similar projects. These cases 
were chosen to get a mix of highly innovative and traditional distributed software development 
projects. The focus of our research is organizational and environmental risks in distributed software 
development.  

3.1 Data collection and Analysis 

Embedded in the case studies the following strategies were used: a pilot study and expert panels. The 
list of risk factors, which was used in our survey, was built from existing organizational and 
environmental risk factors. 
The twenty-two respondents from the pilot study, who represented different countries and 
backgrounds, selected numerous items from our list as being important to project success in 
distributed software development. Then, face-to-face in-depth interviews were held with the 
respondents to collect additional data about the reasons why certain factors were selected and others 
not. Each interview was conducted using a set of both open-ended and closed questions. The response 
rate was 100%; because the pilot study resulted in only minor changes, the data was included in our 
analysis.  
Four expert panels, each consisting of eighteen project managers coming from six different countries 
represented four to nine years of experience in distributed software development. These experts 
narrowed the selected risk factors down by assessing the relative contribution of each risk factor to the 
success of the projects. Two separate panels assessed the innovative cases and the two other panels, 
also separated, assessed the traditional cases. The panels used a five-point Likert scale, where five 
represented the highest perceived contribution to project success. After this, all the experts were 
interviewed to elaborate on their choices. Finally, nine risk items remained: four concerning social-
dynamic risk factors and five concerning system-technical risk factors. Figure 1 shows the three steps 
taken in this research. 

 
List of
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Figure 1. Method used in this study 

4. Results 
Having analyzed the data from our case studies we found nine risk factors that affect distributed 
software development. The nine risk factors are presented in table 1 in decreasing order of their 
perceived contribution to project success. One of the interesting findings that emerged from our 
analysis was that while our panelists found that four risk factors were very difficult to assess and then 
only subjectively, they found that the other five risk factors could be assessed more or less objectively. 
The four risk factors that are difficult to assess are mapped into a group called: social-dynamic risk 
factors and the five risk factors that can be objectively assessed are mapped into a group called: 
system-technical risk factors. 



MULTIDISCIPLINARY ASPECTS OF DESIGN 944

Table 1. Risk factors ordered by their perceived importance 

  
Risk factor 

Perceived 
contribution to 
project success 

Lack of commitment 4.9 
Lack of trust 4.8 
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ci
al

-
dy

na
m

ic
 

R
is

k 
fa

ct
or

s 

Lack of accountability 4.4 
Poor coordination 4.3 
Lack of required abilities 4 
Inappropriate role definition 3.9 
Lack of familiarity with technology 3.6 Sy
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Lack of process 3.1 

5. Discussion 
In distributed software development, groups are geographically separated. Our results indicate that this 
changes the perceived contribution to project success of both social-dynamic, and system-technical 
risk factors. If we compare our results with Sherer [1995] and Keil et al. [1998] we find that several 
system-technical and social-dynamic risk factors are missing from their lists. These factors were likely 
introduced because of the distributed nature of our software development context. 

5.1 Social-dynamic risk factors 
Although commitment seems an obvious risk factor in software development, the reviewed literature 
only distinguishes between top management commitment and user commitment [see e.g. Barki, 2001; 
Keil et al., 1998; Ewusi-Mensah, 1997]. While, in line with this literature, our case results found 
support for both types of commitment, they also indicated that a strong commitment of the separated 
groups becomes increasingly important to project success. According to one of the experts: ‘it is more 
difficult to commit people who are not in the same geographic location’. 
Another important risk factor in distributed software development was trust. Analysis of our case data 
revealed that in building trust, distributed groups often relied on each other’s technical expertise. In 
line with Willcocks et al. [1999] our analysis revealed that building trust cannot be done overnight and 
that processes have to be in place to allow the relationship to develop. 
Data analysis revealed that management can provide leadership by assigning a project leader to a 
team, or the project teams themselves can provide leadership. As one of the experts noticed: ‘before 
they commit themselves they have to trust you, then you have to prove that you can deliver what you 
promised’. This finding is in line with Keil et al. [1998] who argue that: project managers must take 
reasonable steps to ensure that they have the support and commitment needed to deliver a successful 
project. 
Our data showed that accountability was perceived to be important to project success in distributed 
software development. This finding is in line with Ewusi-Mensah [1997] who argues that cooperation 
between team members is critical to project success. Moreover, Sherer [1995] who argues that poor 
cooperation can prevent teams from effectively working together. By holding individuals accountable 
for what they are doing, project managers can prevent people to engage in social loafing and coast on 
the group’s effort. 

5.2 System-technical risk factors 
In contrast to many risk lists [see e.g. Ropponen and Lyytinen 2000; Willcocks et al., 1999] 
coordination appears as a separate risk factor in our list for distributed software development. We 
listed coordination as a separate factor because project managers indicated that in distributed software 
development the costs to coordinate activities increase dramatically. This is in line with Sherer [1995] 
who argues that a large part of the software development process is spent on coordination of 
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interpersonal actions.  
Our data indicates that abilities are important to project success. It also indicates that in distributed 
software development three types of skills are required: technical expertise, problem solving, and 
interpersonal skills. This finding is somewhat similar to Keil et al. [1998] who argue that the required 
knowledge/skills involve: relationship management, trust building, and political skills. Our results 
furthermore indicate that technical expertise is the most important skill upon which individuals build 
trust. This finding can be influenced by the fact that we conducted this research in a highly technical 
environment. 
In line with Keil et al. [1998] and Ewusi-Mensah [1997] we found that roles are important to project 
success, but in contrast to them we list ‘roles’ as a separate item on our risk list. The reason for this is 
that the notion of roles permits us to create repeatable processes in which tasks can be associated with 
roles and not to the individuals who perform them. This is especially useful in distributed software 
development because it can decrease coordination costs. 
One of the most cited pitfalls is lack of familiarity with technology [Schmidt et al., 2001; Barki et al., 
2001; Boehm, 1991]. In line with Ropponen and Lyytinen [2000] we also found that tailored project 
management systems have a better fit to organizational needs and were more easily accepted and used. 
We also found that risk managers did not have appropriate tools to tailor their risk management efforts 
to distributed software development. 
In line with Willcocks et al. [1999] and Sherer [1995] we found that processes have to be in place to 
manage the interpersonal relationships involved in distributed software development. In addition to 
Willcocks et al. [1999] who emphasize single site relationship management techniques like co-
location our results indicate that it is possible to maintain these relationships with proper information 
technology (IT). Our findings also indicated that IT is able to prolong the time between face-to-face 
contacts but cannot replace them. 

6. Conclusions 

6.1 Summary of the main findings 

In this research we have sought answers to the question: What are the organizational and 
environmental risk factors concerning distributed software development? Using the data from our 
study, we found nine risk factors that affect distributed software development. Our analysis 
furthermore revealed that the proposed two-dimensional framework consists of both social-dynamic 
and system-technical risk factors. We found evidence that suggests that the system-technical risk 
factors can be more or less objectively assessed and that the social-dynamic risk factors are much 
more difficult to assess, and then only subjectively. Our analysis also indicated that social-dynamic 
risk factors are more critical to success in distributed software development than the system-technical 
risk factors. 

6.2 Limitations of the research 

There are some limitations to be taken into account when interpreting our findings. First there is a 
possible bias in using the data from one large multinational in consumer electronics, though our 
sample was representative in terms of distributed software development. Second, our study did not use 
a mechanism to control the influence of historical data regarding distributed software development 
incidents. Third, the subjectivity of the risk management experts is itself a source of risk. The 
generalization of our research is limited to the context in which it was undertaken. 

6.3 Future research 

Future research might pay attention to the design of repeatable risk management processes that can 
decrease coordination costs in distributed software development. 
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